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Abstract

Evaluating the stability of the Phillips curve using aggregate data is

challenging, due to the bias that endogenous monetary policy imparts

on estimated Phillips curve coefficients. We argue that regional data can

be used to identify the structural relationship between unemployment

and inflation. Our analysis using city and state-level data from 1977-

2017, is consistent with the notion that both the reduced form and the

structural parameters of the Phillips curve are, to a substantial degree,

quite stable.
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1 Introduction

We revisit the empirical debate on the stability of the Phillips curve over time,

using data from the United States. Our main innovation is the use of state-level

data for that purpose. There are two principal reasons for this strategy. The

first is that if a central bank responds to shocks with the purpose of maintaining

inflation close to some target, aggregate data may be largely uninformative as

to the existence of a stable relationship between unemployment and future

inflation. The second is that as monetary policy responds to aggregate shocks

only, state-level shocks can be used to identify the key parameters.

Nakamura and Steinsson (2014) used regional data to identify the fiscal

multiplier. We borrow their idea to address the bias brought about by the

problem of endogenous policy in a Phillips curve model. Our empirical analysis

using state- and city-level data is consistent with Phillips curve parameters

that are quite stable over time.

The notion that endogenous policy may introduce an estimation bias is

an old one and has been applied in many contexts, including in models with

Phillips curves. We revisit this point in a very simple model in which a Phillips

curve relationship is assumed to be true. We also assume that the central

bank optimally sets monetary policy so as to fully stabilize inflation, and we

show that aggregate data alone cannot be used to identify the Phillips curve

featured by the model. More generally, if the central bank has a dual mandate,

identification is possible, but if the policy rule is misspecified, the estimates of

the Phillips curve will be biased.

To motivate the empirical exercises that are the core of the paper, we use

the same model to show how regional data can be used to identify the relation-

ship between unemployment and future inflation. The main insight is that as

monetary policy reacts only to aggregate shocks, region-specific variation can

be used to uncover the true relationship between inflation and unemployment.1

The analysis with state-level data is consistent with the notion that the rela-

1We thank Narayana Kocherlakota for raising this question to us during a 2012 policy
briefing at the Minneapolis Fed.
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tionship between inflation and unemployment has remained quite stable since

the 1970s in the US.

The empirical analysis is done in two complementary ways. First, in Sec-

tion 3 we study reduced form relationships between inflation and unemploy-

ment. We do so in order to address the literature that, as in Atkeson and

Ohanian (2001), has criticized Phillips curve models using reduced form mod-

els. We first document that, as is well known, the estimated reduced form

parameter using aggregate data does exhibit substantial variation over time.

We then show that when using state-level data, as suggested by the theory, the

estimate of the reduced form coefficient is quite stable over time. This is so,

even though we compare the period of high and unstable inflation (1977–1985)

with the subsequent decades, in which inflation was much lower and stable.

Whatever structural model is behind the time series properties of inflation

and unemployment, the reduced form results are consistent with the notion

that controlling for aggregate shocks – including monetary policy shocks – a 1

percentage point reduction in unemployment is typically associated with a 0.2

to 0.3 percentage point increase in inflation. More importantly, this behavior

seems to have been stable over time.

Using regional data eliminates policy induced biases, but it brings in other

complications. One must properly account for the heterogeneity across re-

gions, including heteroskedastic shocks that may render the aggregation prob-

lem complicated. Our benchmark analysis is based on strong homogeneity

assumptions, and some robustness exercises will be provided.

Perhaps the most important caveat is that in order to remove the effect of

the aggregate, one needs to use regional inflation as a deviation from national

inflation. But while inflation is a purely nominal variable, the difference be-

tween state level inflation and aggregate inflation is the relative price between

the non-traded goods at the state level and the goods that are traded across

states. Thus, our estimated reduced form coefficient could reflect Balassa-

Samuelson-like effects for instance, a purely real phenomenon, unrelated to

the Phillips curve.

The natural way to address these caveats is to estimate a structural model
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that allows for a variety of other real shocks that can account for movements

in the relative price between tradables and non-tradables. The model can also

be estimated for separate subset of regions, that are similar among them, so

as to evaluate the role of heterogeneity.

This motivates our second exercise, discussed in Section 4, in which we

set up a structural model with frictions in the setting of prices and wages.

We first show that regional data can be used to circumvent the endogenous

policy bias also in the structural model. We then show that the estimated

Calvo parameter for prices using state-level data is very stable over time. The

analysis does detect some statistically significant instability in the wage Calvo

parameter. We do argue, however, that when translated to either the slope of

the Phillips curve or the implied frequency of wage changes, the difference is

of little economic significance. We also show in this section that, in contrast,

when aggregate data alone is used, the estimates are sensitive to the sample

period and the assumptions regarding the monetary policy rule.

Our results imply a value of about seven to eight months for the average

duration of price contracts and an average duration of between five and seven

months for wage contracts. Both estimates are in line with the micro evidence

on nominal frictions, as we discuss in Section 4.

The structural model makes clear that while the reduced form slope is

related to the parameters that govern the slope of the New Keynesian Phillips

curve, it is a different object. The stability of the reduced-form slope estimate

is of interest not just because it suggests the possible stability of the structural

parameters but because it is model free and can serve both as a reference to

evaluate any structural model and to address policy questions.2

When translated into slopes of the Phillips curves, our estimates are in

line with the ones in McLeay and Tenreyro (2020) who use partial information

methods to directly estimate the New Keynesian Phillips curve.

However, our results are quite different from the ones obtained in Hazell,

2We have used the estimated structural model to simulate data to conduct reduced
form regressions. We find that our estimated structural model gives rise to a quite similar
reduced form slope as that computed using the data. Our estimated structural model is
thus consistent with the reduced form evidence.
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Herreno, Nakamura and Steinsson (2020), who estimate the New Keynesian

Phillips curve model using reduced form regressions similar to ours. Using

theory, they obtain a mapping between the reduced form coefficients and prop-

erties of the unemployment rate, to the slope of the Phillips curve.3 They also

find a stable Phillips curve, but their estimates imply a much lower response

of inflation to a 1% increase in unemployment. A full analysis of the main

drivers of these differences is beyond the scope of this paper, since our model

does not include a search block where unemployment can be jointly analyzed

with inflation.4

We would like to finish this introduction by highlighting that while we view

our attempts at controlling for some of the difficulties that using state level

data to identify aggregate parameters as a few first steps, we believe that a

key contribution of the paper is to highlight properties of cross-sectional data

which suggest its potential to address identification issues. Obtaining a precise

estimate of the slope of the Phillips curve does require further research.

The paper is organized as follows. Section 2 briefly discusses related papers.

In Section 3, we first show in a simple theory how endogenous monetary policy

can blur the true structural relationship in the aggregate. We also show how

this is not the case for the regional data, since regional variation can be used to

identify the true structural parameters. We then run the regressions implied

by the theory, using data from 27 metropolitan statistical areas (MSAs) in the

US from 1976 to 2018. As we show, the regressions are consistent with the

notion of a reduced form Phillips curve that has remained stable over time.

In Section 4, we estimate a full New Keynesian model separately on state and

aggregate data. We find that the estimates of the structural parameters that

govern the frequency of price and wage adjustments are found to be quite stable

over time when using state-level data, echoing the reduced form findings. By

contrast, the estimates using aggregate data are sensitive to the time period

used in estimation.

3They approximate the process of unemployment as an exogenous autoregressive process
that they estimate from the data.

4We are currently developing a model with search frictions and heterogeneous regions
to address this issue.
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2 Background on the Phillips Curve and Re-

lated Literature

The hypothesis of an exploitable Phillips curve remains a controversial sub-

ject. For example, Atkeson and Ohanian (2001) (henceforth AO) show that

the empirical relationship between current aggregate unemployment and in-

flation growth is highly unstable over the period 1960–2000 in the US. They

forcefully argue this point by showing that a naive prediction rule for inflation

that simply uses past inflation is systematically better than empirical Phillips

curves at forecasting inflation. A natural interpretation of their results follows

from the observation that the period covered by the analysis includes changes

in the policy regime. Thus, the corresponding shift in parameters is evidence

that the relationship is not structural, an unavoidable corollary of the Lucas

critique.

Even the most extreme defender of the New Keynesian paradigm would

agree with the notion that the Calvo parameter is not invariant to any pol-

icy regime change. The quantitative question we pursue is whether the Calvo

parameters can be safely assumed to be policy invariant – and therefore not

subject to the Lucas critique – given the policy regime changes actually ex-

perienced by the US in the postwar era. The evidence in this paper points

towards a positive answer to that question. Our interpretation of the evidence

in AO, therefore, is that the instability over time of the estimated relationship

using aggregate data is the result of policy changes, along the lines discussed

in Sargent (1999). Under this interpretation, the evidence in AO is uninforma-

tive regarding the true relationship between current unemployment and future

inflation.

Recent events have again put into question the stability of the Phillips

curve relationship. The “flattening” of the Phillips curve has been debated at

length, fed by the strong changes in unemployment rates in the United States

during the 2008–2009 recession and the subsequent recovery, with little sign of

inflation rates responding to those movements. A series of papers addressing
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this issue followed the policy debate.5

These criticisms exhibit two main characteristics. First, aggregate data

are used in the analysis. This is problematic since, as mentioned above, a bias

arises when monetary policy endogenously responds to shocks, as preceding

literature discussed in detail below has forcefully argued. Second, these criti-

cisms are based, albeit most of the time implicitly, on the behavior of reduced

form parameters over time, which makes addressing the identification problem

hard.6 The paper of AO represents a concrete example, and its virtue is that

it is explicit regarding the nature of the exercise. But arguing that the stagfla-

tion of the ‘70s represents evidence of an unstable Phillips curve, as many do,

also entails a reduced form discussion, and so does arguing that the “missing

deflation” in 2009 and 2010 and the subsequent “missing inflation” represent

evidence of a flattening of the Phillips curve. So, while many times we will

directly compare our results with a particular interpretation of AO, it should

be understood that our results speak to a broader literature, which evaluates

the stability of the Phillips curve in its structural form as well.

Our empirical exploration using state-level data is consistent with the no-

tion that the slopes of price and wage Phillips curves in a standard New Key-

nesian model are roughly invariant to the policy regimes experienced in the

US since 1977, the first year for which we have data.

These results suggest an alternative interpretation of the data used by

proponents of the “shifting Phillips curve,” first developed by Hazell, Herreno,

Nakamura and Steinsson (2020). According to this interpretation, the changes

over time in the correlation between unemployment and inflation observed in

aggregate data could result from changes in the policy regime followed by the

Federal Reserve over the period. The evidence in AO is compatible with a

change in the policy rule that started somewhere in the ‘80s. And the stagfla-

tion of the ‘70s is the result of a monetary policy that made inflation persis-

tently higher, at a time in which the economy was undergoing a recession.7

5See Krugman (2015); Blanchard (2016); and, for a recent survey of the literature,
Hooper, Mishkin and Sufi (2019).

6There are a few exceptions, such as Coibion and Gorodnichenko (2015).
7See Gao, Kulish and Nicolini (2020) for an interpretation along these lines.
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This rather brief account of the recent history of US monetary policy evolved

in an economy in which the frequency of price and wage changes remained

quite stable over time – at least, so says our state-level analysis.

As mentioned above, the notion that endogenous policy makes identifica-

tion of structural parameters problematic is an old idea. It dates at least to

the work of Samuelson and Solow (1960) and Kareken and Solow (1963). It

has since then been applied in several contexts by Brainard and Tobin (1968),

Goldfeld and Blinder (1972), Worswick (1969), Peston (1972), and Goodhart

(1989). These papers show that if policy reacts to the state of the economy,

the relationship in the aggregate data can be blurred by the policy rule.

Haldane and Quah (1999) were the first to apply it to a modern New Key-

nesian model. They assume that the central bank has a dual mandate and op-

timally chooses policy. They show that the estimated relationship is a function

of the relative weight that the central bank puts on inflation. Their analysis

was followed by Mishkin (2007); Carlstrom, Fuerst and Paustian (2009); and

Edge and Gurkaynak (2010), among others.

As mentioned above, our work is heavily inspired by Nakamura and Steins-

son (2014), who used regional data to identify the fiscal multiplier. We apply

their idea to the estimation of Phillips curve model. Our strategy, spelled out

in the working paper version of this paper (see Fitzgerald and Nicolini, 2014)

has since been used by Kiley (2015), Babb and Detmeister (2017), Leduc and

Wilson (2017), and more recently by Levy (2019), Hooper, Mishkin and Sufi

(2019), McLeay and Tenreyro (2020), and Hazell, Herreno, Nakamura and

Steinsson (2020).

Beraja, Hurst and Ospina (2019) and Jones, Midrigan and Philippon (2022)

use state- and aggregate-level data together to identify the parameters of struc-

tural New Keynesian models; however, those papers do not speak to the issue

we address – namely, the stability of Calvo price and wage parameters over

time. We additionally use information on prices at the MSA level in estimating

the New Keynesian model.

Finally, Nishizaki and Watanabe (2000) is an empirical paper that uses

regional data from Japan to control for aggregate shocks and examine the

8



stability of the Phillips curve. While it does not discuss the role of endogenous

policy, one of its exercises is similar to the one that we perform in our reduced

form analysis, discussed next.

3 Reduced Form Analysis

In this section, we use a reduced form representation to guide some simple

regression analysis. The main reason to do so is that a sizeable share of

the literature addressing the stability of the Phillips curve has framed the

discussion in reduced form terms, as discussed in detail in Section 2.

Consider an economy composed of a continuum of geographically separated

regions that potentially exhibit price frictions. All regions use the same unit of

account and face the same monetary policy. Let πt(s), ut(s) represent regional

inflation and unemployment for region s. Assume also that the equilibrium

solution in each region can be characterized by the following dynamic system:

πt+1(s) = bπt(s) + cut(s) + dit + eXt(s) + επt+1(s) + ξπt+1 (1)

ut+1(s) = b′πt(s) + c′ut(s) + d′it + e′Xt(s) + εut+1(s) + ξut+1, (2)

where εjt(s) and ξ
j
t , for j = u, π, are the regional and aggregate shocks; it is the

interest rate determined by monetary policy, to be discussed below; and Xt(s)

is a vector that allows for the inclusion of control variables in the regression

analysis that follows. We call the dynamic system defined by (1) and (2) the

reduced form of some structural model. The vector Xt(s) is introduced to

allow for control variables in the regression analysis that follows. To simplify

the algebra, we now set Xt(s) = 0 for all t, s.

We assume that the underlying structural model is such that all shocks

have zero unconditional means and regional shocks are independent of the

aggregate shock. The terms dit and d
′it describe the effect of monetary policy

on the system. The timing indicates that the monetary authority decides on

policy before observing the t+ 1 shocks.
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Letting φ(s) be state weights with
∫ 1

0
φ(s) ds = 1, the aggregates are:

πt+1 =

∫ 1

0

φ(s)πt+1(s) ds

ut+1 =

∫ 1

0

φ(s)ut+1(s) ds.

We then obtain the following relationship between the aggregate variables:

πt+1 = bπt + cut + dit + ξπt+1 (3)

ut+1 = b′πt + c′ut + d′it + ξut+1. (4)

The focus of this section is the ability to identify and estimate the parameters

of the reduced form equations (3) and (4).

A particular example of a structural model that delivers a reduced form

like the one described above will be discussed in the next section, where we

also estimate its structural parameters. But the system defined by (3) and (4)

is compatible with many other models. In particular, as we show in the Online

Appendix, this reduced form is also consistent with a simple old Keynesian

model essentially identical to the one presented in Taylor (1999) and discussed

in Cochrane (2011). As we show there, under this interpretation, the coefficient

c in (3) can be associated with the slope of a NAIRU Phillips curve.

The stability over time of parameter c in equation (3), particularly across

different monetary policy regimes, has been the focus of much discussion in the

literature. In particular, the natural interpretation of the analysis in Atkeson

and Ohanian (2001) is that the estimate of c obtained using aggregate data is

unstable over time. We now address this issue.

3.1 Exogenous Policy

To fix ideas, assume first that the monetary authority follows an exogenous

constant interest rate policy. Then, taking differences in (3), equilibrium in-
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flation evolves as

πt+1 − πt = b (πt − πt−1) + c (ut − ut−1) +
(
ξπt+1 − ξπt

)
. (5)

Under this policy, standard econometric techniques should suffice to identify

the parameter c.

Figure 1 shows the rolling coefficient for c that results in estimating an

equation (5) using inflation and unemployment data for the US from 1975 to

2017. In estimation, we use a series of controls, detailed in the Appendix. We

estimate the equation using both headline and core inflation, which explains

why we have two solid lines in the figure. Specifically, for each of the two

measures of inflation, we first estimate the coefficient c in equation (5) using

semiannual data from the first semester of 1975 to the second semester of

1995.8 The resulting point estimate is then plotted in Figure 1 as the value

for the second semester of 1995. We then repeated the estimation, but using

data starting and ending one semester after; plotted the point estimate for

the first semester of 1996; and reproduced the steps moving forward. Each

point in the series thus represents the point estimate of c for a sample size

that starts 20 years before and ends at that point. The dotted lines represent

90% confidence intervals.

The figure makes clear how the point estimate for c depends on the sample

period. For instance, when we use headline inflation, the first estimate is

very close to −1, but it decreases over time to become zero by the end of

the sample. A similar but less drastic change is apparent for the estimates

using core inflation. The picture explains why using a Phillips curve like

(5) estimated using aggregate data would perform poorly as an out-of-sample

forecasting device. This explains the exercise in Atkeson and Ohanian (2001).

To the extent that policy is exogenous, Figure 1 offers evidence that is

inconsistent with a stable value for c in this model. But our take is different:

as policy is not exogenous, the evidence provided in Figure 1 is in itself un-

8We use semiannual data because the frequency for which we have regional data is
semiannual. We also used a few controls, as explained in the Online Appendix. The results
without controls, also reported in the Online Appendix, are very similar.
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Figure 1: Coefficient from Rolling 20-Year Regression, Aggregate Level

informative regarding the value of the reduced form parameter c. We address

this issue next.

3.2 Endogenous Policy

We now assume the central bank has a mandate to stabilize inflation. We also

assume the central bank knows the model economy. Specifically, it solves the

following policy problem:

min
it

1

2
Et

[
πt+1 − π∗

t+1

]2
,

given πt, ut, and the solution for aggregate inflation (3) . The target for inflation

is given by π∗
t+1 and is part of the policy rule. The objective function is defined

as the time−t expectation of the deviation of next period inflation relative to

the target. Implicit in this way of writing the problem is the assumption that

the central bank chooses policy before observing time t+ 1 shocks.
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As shown in the Appendix, the optimal policy rule9 is

iOpt
t =

1

d

[
π∗
t+1 −

(
bπt + cut + Etξ

π
t+1

)]
, (6)

so the equilibrium value for inflation is given by

πt+1 = π∗
t+1 + ξπt+1 − Etξ

π
t+1. (7)

Inflation in equilibrium therefore equals the target plus a forecasting error

that, by definition, is orthogonal to any variable in the central bank’s infor-

mation set at time t. In particular, inflation is independent of all the model

parameters. This is the consequence of a central bank that knows the model of

the economy and uses it to design policy so as to stabilize a specific target.10 A

direct implication of this observation is that if the central bank’s only objective

is to stabilize inflation and it uses a model that describes the economy well,

the behavior of inflation in equilibrium is completely uninformative regarding

the underlying model that determines inflation. It should be obvious by now

that this property is independent of the model that determines inflation, as

long as the central bank knows it.

The behavior of equilibrium inflation depends on the behavior of the target,

π∗
t+1, which is not necessarily observable. To gain further insight, we next

consider two specifications. Consider first the case of a constant inflation

target, so π∗
t = π∗ for all t. Then, taking differences in (7),

πt+1 − πt =
(
ξπt+1 − Etξ

π
t+1

)
− (ξπt − Et−1ξ

π
t ) ,

so current unemployment would be related to the change in inflation to the

extent that the forecast error (ξπt − Et−1ξ
π
t ) affects unemployment ut. But if

an estimate of the change in inflation that is different from zero is obtained,

it is unrelated to the direct effect of unemployment on future inflation, or c.

9We show in the Online Appendix that with this policy rule, there is a unique solution.
See also Cochrane (2011) for a discussion of determinacy in models of this type.

10As mentioned in Section 2, this insight is not new. See the literature quoted therein.
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Assume next that

π∗
t = πt−1, if πt−1 ∈ [πmin, π

max] (8)

π∗
t = πmax, if πt−1 > πmax

π∗
t = πmin, if πt−1 < πmin.

This case corresponds to a central bank that establishes a range for the target

and, to the extent that current inflation is within the bands, wants to keep

inflation equal to the previous period. As long as the target remains within

the band, π∗
t+1 = πt, then

πt+1 − πt = ξπt+1 − Etξ
π
t+1,

so inflation follows a random walk. In this case, current unemployment–or,

for that matter, any variable in the information set at time t–should not help

predict inflation growth. In this case, no forecasting rule for inflation could

beat a random walk. As shown in the Online Appendix, the reduced form (3)

and (4) are consistent with a simple NAIRU-type model. Therefore, such a

model, coupled with the assumption that the central bank stabilizes inflation

around a target as defined in (8), generates equilibrium observations that

are fully consistent with the result that a random walk is good predictor for

inflation, as in AO. The example also rationalizes the difficulty the literature

encountered in its attempts at developing trustworthy forecasting models for

inflation, as explained in Stock and Watson (2009). In the next section we

explain why state-level data can be used to tackle the endogeneity problem.

3.3 State-Level Data Regressions

We now show how to estimate the reduced form parameters exploiting the

fact that regional variables’ deviations from the national average will not be

correlated with policy.

We first replace the optimal policy (6) into the solution for inflation in each
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region (1) and obtain

πt+1(s) = π∗
t+1 + b (πt(s)− πt) + c (ut(s)− ut) + επt+1(s) + ξπt+1 − Etξ

π
t+1. (9)

Notice that by exploiting state-level deviations from the national average,

the effect of policy does not enter the solution.

In order to estimate equation (9), we need to take a stand on the evolution

over time of the target for inflation. In what follows, we consider an agnostic

specification. Thus, we define a time dummy and run

πt+1(s) = Dt + b (πt(s)− πt)+ c (ut(s)− ut)+ επt+1(s)+ (ξt+1 − Etξt+1) . (10)

The time dummy is naturally interpreted as an estimate of the inflation target

for each period in the context of this simple model.11 Of course, it could also

pick up other aggregate shocks, like mark up-shocks or shocks to energy prices.

Finally, as we did in the case of aggregate data, we use a series of controls that

we briefly discuss below.

3.4 Results

In this section, we show the results using CPI inflation and unemployment data

for 27 metropolitan statistical areas in the US. For many MSAs and periods,

the lowest frequency for the data is semiannual, so we used that frequency

to construct the database. The price data for MSAs are available only as

non-seasonally adjusted, so we compute yearly changes. In our regressions

we define ut(s) as the period t unemployment rate for MSA s and πt+1(s) as

the inflation rate over the following year (i.e., CPIt+2(s)/CPIt(s)). We use

headline as a measure of inflation, for which we have data since 1977.12

There are a few issues that we need to address in order to clarify the way

we will interpret the estimated parameters of equation (10). Our first inter-

11In the working paper version of this paper (Fitzgerald and Nicolini, 2014), we discuss
more specific assumptions that lead to alternative formulations for the regression. We also
compare the results of those regressions with this agnostic strategy.

12The Online Appendix describes this data set in detail.
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pretation will be based on our use of system (3) and (4) as representing purely

a reduced form of an unspecified structural model. As such, the estimates

provide information only on such a reduced form and lack any additional in-

terpretation. For that purpose, a simple OLS regression suffices, and the only

relevant question is if the estimate of the coefficient c is stable over time.

A second possibility is to interpret the system (3) and (4) as a reduced form

of a NAIRU (old) Keynesian model. Under that interpretation, the coefficient c

approximates the estimate of the slope of the NAIRU Phillips curve, as we show

in the Online Appendix. However, for the OLS estimator to be unbiased, it is

necessary that unemployment be uncorrelated with the shock, επt+1(s)+ ξ
π
t+1−

Etξ
π
t+1. The second component, being a forecast error, presents no difficulty.

However, if the region-specific shock is autocorrelated over time, there will be

a bias. In that case, it may be important to use instrumental variables. To this

end, we will also report two-stage least-squares (2SLS) results in what follows.

We have no natural instrument, but since the problem arises only if the regional

shocks are autocorrelated, using lagged values of the unemployment rate would

naturally reduce the bias. Thus, we use lagged values of the unemployment

rate in the first stage. As further justification for this interpretation, one can

analyze the estimates of the autocorrelation of the errors. We do so in the

working paper version of this paper (Fitzgerald and Nicolini, 2014), where we

show that there is no strong evidence of autocorrelation being a major issue

in our preferred specification.

The variable ut(s) and ut represents deviations from the natural rate of

unemployment. To allow for the possibility that the natural rate of unemploy-

ment differs across MSAs, we introduce a region fixed effect in the regressions.

In addition, to control for potential heteroscedasticity, we compute the statis-

tical tests using standard errors that are clustered at the MSA level. All tests

results are uniformly stronger if we do not cluster the errors. Finally, we use

a series of regional controls that may correlate with shocks affecting local eco-

nomic conditions, like inflation expectations and government expenditures or

temperature and precipitations, as well as lagged values of both inflation and

unemployment. In particular, we add in some specifications the Bartik-type
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Table 1: Regressions with Headline Inflation

1977-2018 1977-1984 1985-1990 1991-2000 2001-2010 2011-2018

A. Headline Inflation, OLS, without Controls

c −0.28∗∗ −0.31∗∗ −0.41∗∗ −0.31∗∗ −0.24∗∗ −0.21∗∗

(0.04) (0.11) (0.11) (0.05) (0.06) (0.07)

Overall R2 0.88 0.83 0.69 0.45 0.70 0.51
Obs 2059 381 288 492 536 362

B. Headline Inflation, 2SLS, without Controls

c −0.27∗∗ −0.39∗∗ −0.29∗ −0.46∗∗ −0.21∗∗ −0.24∗∗

(0.04) (0.12) (0.15) (0.13) (0.08) (0.08)

Overall R2 0.88 0.79 0.71 0.39 0.70 0.51
Obs 2055 377 288 492 536 362

C. Headline Inflation, 2SLS, with Controls

c −0.33∗∗ −0.50∗∗ −0.45∗∗ −0.45∗∗ −0.28∗∗ −0.28∗

(0.05) (0.19) (0.14) (0.10) (0.10) (0.13)

Overall R2 0.88 0.76 0.65 0.40 0.70 0.54
Obs 1933 327 288 484 532 362

Standard errors in parentheses
∗ significance at 5% level, ∗∗ significance at 1% level

instrument to control for government spending constructed by McLeay and

Tenreyro (2020). A detailed explanation of the controls, as well as a detailed

discussion of how robust the results are is presented in the Online Appendix.

Table 1 provides estimates for the coefficient c in regression (10). Results

are reported for OLS and 2SLS without and with controls.13 We present results

for the whole period first and then for five sub-periods. The first sub-period

is chosen to contain the years of rising inflation and the Volcker stabilization.

The second sub-period contains the rest of the decade until 1990. We take

these two to be the ones with policy regimes that differ from the rest of the

sample.

The point estimate for c using the whole period is close to −0.3 for the three

13We report the estimates for all other parameters in the Online Appendix.
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Figure 2: Coefficient from Rolling 20-Year Regression, State Level

specifications and very precisely estimated. In addition, the point estimate is

similar for all the sub-periods and are all statistically significant. In fact, for

all specifications and almost all sub-periods, the point estimate is within one

standard deviation of −0.3.

As further evidence of the stability of the estimated coefficient, we show in

Figure 2 an exercise like the one presented in Figure 1, but using state-level

data to run the rolling regressions, rather than aggregate data. In this case,

it takes two pictures (Figures 1 and 2) to be worth a thousand words.

In the working paper version of this paper (Fitzgerald and Nicolini, 2014)

and its appendix, we performed several additional exercises. We first explored

the possibility that results would be driven by a few MSAs so that other ge-

ographic issues could affect the results. We also checked if the overlapping

nature of our data is important. We finally explored the extent to which au-

tocorrelation of the errors could be an issue, given that we use lagged values

of unemployment differentials as an instrument. As we show there, the auto-

correlation of unemployment differentials is lower than for unemployment. We

showed our results to be quite robust to all these concerns.

These results can be thought of as consistent with an old Keynesian struc-

tural model; they thereby relate to the criticism of Atkeson and Ohanian and
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others. But they can be interpreted as reduced form regressions from the

perspective of current structural New Keynesian models. One may therefore

wonder the extent to which the results of this section speak to the stability

of the frequency of price and wage adjustment in structural New Keynesian

models. This is a natural question to raise, since the coefficients of reduced

form solutions are functions of the parameters of the corresponding structural

model. Thus, we now estimate a simplified version of the the state-level struc-

tural model of Jones, Midrigan and Philippon (2022).

4 Structural Model

We now move beyond linear reduced forms and estimate an economy with

Calvo-type rigidities in prices and wages. We use our estimation results to

evaluate the stability of the parameters over time. As discussed in Section 2,

the assumptions in Calvo are not to be understood as invariant to any policy

regime change. The question we address is whether those parameters have

been stable across the monetary regime changes that have prevailed in the US

since 1977, the first year for which we have state-level data.

We employ the simplest framework, which forms the basis of numerous

models in the literature. Thus, we use as a starting point the standard three-

equation New Keynesian model. In adapting that model to a series of geo-

graphically separated units in which local shocks can move local pricing and

employment decisions that are different than those for the country as a whole,

we do need to extend that basic popular model to allow for tradable and non-

tradable goods. This is the only deviation from the standard textbook example

of the New Keynesian model with price and wage frictions. As the model is

a variation of a standard small scale New Keynesian model, we describe the

main features below and we relegate the full description to the Appendix.
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4.1 Model Description

The economy consists of a continuum of ex ante identical islands. These islands

form a monetary union and trade with one another. Consumers on each island

derive utility from the consumption of a final good and from leisure:

maxE0

∞∑
t=0

βt(s)

[
log(ct(s))−

ηnt (s)

1 + ν
nt(s)

1+ν

]
,

where s indexes the island, ct(s) is consumption, nt(s) is labor supplied, βt(s)

is a preference shock, and ηnt (s) is a labor disutility shock. The structure of

the shock processes is described below.

The final good yt(s) is assembled using inputs of non-traded goods yNt (s)

and traded goods yMt (s, j) imported from island j:

yt(s) =

(
ω

1
σ yNt (s)

σ−1
σ + (1− ω)

1
σ

(∫ 1

0

yMt (s, j)
κ−1
κ dj

) κ
κ−1

σ−1
σ

) σ
σ−1

,

where ω determines the share of non-traded goods, σ is the elasticity of sub-

stitution between non-traded and traded goods, and κ is the elasticity of sub-

stitution across varieties of traded goods. Letting pNt (s) and p
M
t (s) denote the

inputs’ corresponding prices, the price of the final good on an island is

pt(s) =

(
ωpNt (s)

1−σ + (1− ω)

(∫ 1

0

pMt (j)1−κdj

) 1−σ
1−κ

) 1
1−σ

. (11)

Notice that in the particular case of ω = 0, there are only traded goods and

the consumption basket in each location is the same as in the aggregate, in

which case inflation in each state is the same as in the aggregate and the

model collapses to the simple textbook three-equation model. Thus, the only

innovation of our model is to allow for non-traded goods at the state level,

which in turns explains why inflation at the regional level may differ from the

aggregate.

The production technologies we use are standard in both the monetary and
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the trade literatures. In particular, we model non-traded goods and traded

export goods yXt (s) on each island as CES composites of varieties k of differ-

entiated intermediate inputs with an elasticity of substitution ϑ:

yNt (s) =

(∫ 1

0

yNt (s, k)
ϑ−1
ϑ dk

) ϑ
ϑ−1

yXt (s) =

(∫ 1

0

yXt (s, k)
ϑ−1
ϑ dk

) ϑ
ϑ−1

.

The production of the varieties of non-traded goods and the varieties of

traded exports on each island is linear in labor:

yNt (s, k) = zNt (s)nN
t (s, k)

yXt (s, k) = zXt (s)nX
t (s, k),

where zNt (s) and zXt (s) are productivity shocks.

Nominal frictions affect this economy in a standard way. Individual pro-

ducers of non-tradable and tradable intermediate goods are subject to Calvo

price adjustment frictions–parameterized by λp, the probability that a firm

cannot reset its price in a given period. The evolution of non-tradable prices

thus evolves according to

p̂Nt (s) = λpp̂
N
t−1(s) + (1− λp)p̂

N⋆
t (s),

where variables with hats denote their log-deviation from steady-state and

p̂N⋆
t (s) is the optimal price that firms set in the case they are able to adjust

prices. This optimal price is forward looking and solves

p̂N⋆
t (s) = βλpEtp̂

N⋆
t+1(s) + (1− βλp)(ŵt(s)− ẑNt (s)),

where ŵt(s) is nominal wages. These two equations yield the price Phillips
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curve for non-tradable goods:

π̂N
t (s) = βEtπ̂

N
t+1(s) +

(1− βλp)(1− λp)

λp

(
ŵt(s)− p̂Nt (s)− ẑNt (s)

)
,

so that the slope of the price Phillips curve in non-tradable inflation is (1−βλp)(1−λp)

λp
.

An analogous argument applies to the slope of the Phillips curve in tradable

inflation.

Labor is immobile across states and is aggregated using a CES aggrega-

tor with an elasticity of substitution across labor varieties of ψ. Individual

households supply differentiated varieties of labor that are subject to Calvo

wage adjustment frictions parameterized by λw, the probability that a labor

variety cannot reset its wage in a given period. The evolution of wages evolves

according to

ŵt(s) = λwŵt−1(s) + (1− λw)ŵ
⋆
t (s),

where ŵ⋆
t (s) is the optimal wage that unions set in the case they are able to

adjust wages, which evolves according to

ŵ⋆
t (s) = βλwEtŵ

⋆
t+1(s)+

(1− λwβ)

(1 + ψν)
(−µ̂t(s) + ψνŵt(s) + log ηt(s)− log η + νn̂t(s)) ,

where µ̂t is the shadow value of wealth.

Applying the same logic used in deriving the price inflation Phillips curve to

this optimal wage setting equation, we can derive the following wage inflation

Phillips curve:

π̂w
t = βEtπ̂

w
t+1+

(1− βλw)(1− λw)

λw

1

(1 + ψν)
(−µ̂t(s)− ŵt(s) + log ηt(s)− log η + νn̂t(s)) .

At the aggregate level, monetary policy is set using a Taylor rule when

the ZLB does not bind. The nominal interest rate it responds to its lag with

weight αr; deviations of inflation πt from target π̄ with weight απ; deviations

of output yt from the flexible-price level of output yFt , with weight αy; and the
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growth rate of the output gap with weight αx:

1 + it = (1 + it−1)
αr

[
(1 + ī)

(πt
π̄

)απ
(
yt
yFt

)αy
]1−αr

(
yt
yt−1

/
yFt
yFt−1

)αx

exp(εit),

The following shocks drive fluctuations in the model. At the state level, we

have shocks to the rate of time preference of individual households, to the

household’s disutility from work, to productivity, and to non-tradable pro-

ductivity.14 At the aggregate level we also have shocks to the rate of time

preference of individual households, labor disutility, and aggregate productiv-

ity, in addition to shocks to the interest rate rule εit and the aggregate price

Phillips curve (via standard markup shocks).15

The model in Jones, Midrigan and Philippon (2022) has households that

also derive utility from the consumption of housing goods, which must be used

as collateral for household borrowing. These features allow them to capture

better the relative state-level data around the Great Recession described in

Mian and Sufi (2011, 2014). In robustness exercises, we add these realistic

features to our model and show in the Online Appendix that our results are

very robust to this extension.

4.2 Estimation Strategy

We use Bayesian methods, as is common in the literature. Our estimation

on state-level data for 51 states over the period 1977 to 2017, however, is

not standard: inflation data do not exist for around half of the 51 states in

our panel. And the inflation series that are available are observed at only a

biannual frequency, whereas the remaining state-level observables are observed

annually. So, to rely on as much data as possible, we estimate the state-

level model on an unbalanced mixed-frequency panel. To the best of our

knowledge, the use of an unbalanced mixed-frequency panel in the estimation

of a structural model is new in the literature. We describe the estimation in

14In robustness exercises, we also allow for shocks to the household’s preference for hous-
ing and the loan-to-value borrowing constraint (or credit shocks).

15The Online Appendix contains a full description of the model.

23



more detail below.

Approach To capture the period of zero nominal interest rates, we use a

piecewise linear approximation as proposed in Guerrieri and Iacoviello (2015),

Jones (2017), and Kulish, Morley and Robinson (2017). Under this approx-

imation, the reduced form solution of our model has a time-varying VAR

representation:

xt = Jt +Qtxt−1 +Gtϵt,

where xt collects the state and aggregate endogenous variables and ϵt collects

the state and aggregate shocks. The time-varying coefficient matrices Jt, Qt,

and Gt, arise because of the non-linearities induced by the ZLB. In the partic-

ular case of ω = 0, the vector xt includes the current values for the aggregate

shocks as well as inflation – which is the same across states – the output gap –

which may be different across states, owing to local shocks and the immobile

labor force – and the nominal interest rate.

Following Jones, Midrigan and Philippon (2022), we separate the state-level

variables from the aggregate variables. We decompose the vector of variables

for each island s, expressed in log-deviations from the steady state as xt(s),

into a component due to state s’s dependence on its own history xt−1(s) and

its own shocks ϵt(s) and a component encoding the state-level dependence on

aggregate variables:

xt(s) = Qxt−1(s) +Gϵt(s)︸ ︷︷ ︸
state-level component

+ J̃t + Q̃tx
∗
t−1 + G̃tϵ

∗
t︸ ︷︷ ︸

aggregate component

. (12)

The coefficient matrices that appear in the aggregate component, J̃t, Q̃t, and

G̃t, are time-varying because of the non-linearities induced by the ZLB. The

vector x∗
t which contains the aggregate variables evolves as:

x∗
t = J∗

t +Q∗
tx

∗
t−1 +G∗

t ϵ
∗
t . (13)

Here, ϵ∗t are the aggregate shocks. Given this structure of our model, let-
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ting x̄∗
t =

∫
xt(s)ds denote the economy-wide average of the island-level vari-

ables, the deviation of island-level variables from their economy-wide averages,

x̂t(s) = xt(s)− x̄∗
t , is a time-invariant function of island-level variables alone:

x̂t(s) = Qx̂t−1(s) +Gϵt(s), (14)

where we use the assumption that island-level shocks have zero mean in the

aggregate, that is,
∫
ϵt(s)ds = 0. We make explicit also that a key assumption

we make in (12) in order to arrive at (14) is that the parameters across states

are the same (that is, that the coefficient matrices Q and G for the state-level

components are not state-specific).

The use of deviations of state-level observables from aggregates in estima-

tion is crucial for our study. This is because by removing the dependence of

state-level outcomes on aggregate variables, the nominal interest rate drops

out from the reduced form just as it did in the reduced form analysis of Sec-

tion 3.3 that led to specification (10). Equation (14) therefore circumvents,

as (10) did, the problem of having to rely on aggregate data to estimate the

Phillips curve in the presence of endogenous and possibly time-varying policy

at the aggregate level.16 This argument mirrors the one made in the reduced

form analysis in Section 3.3, where subtracting aggregate optimal policy from

the solution for state-level inflation removes aggregate quantities.17

In the particular case in which consumption is composed only of tradable

goods (ω = 0), the final goods price (11) – and therefore inflation – is the

same in every state, and the deviation from the aggregate is equal to zero in

every state. In this case, even with local state shocks moving the output gap,

a representation like (14) would fail to identify the Calvo price parameter, as

there would be no relative variation in state-level inflation data.

16Another advantage of representation (14) is that we can overcome the curse of dimen-
sionality associated with all 51 states’ dependence on the time-varying aggregate structure,
which would otherwise make our estimation computationally infeasible.

17More formal arguments can be found in the literature. As mentioned in Section 2,
Haldane and Quah (1999) were the first to show that endogenous policy leads to biases in
estimating New Keynesian models. A simple and very elegant argument is presented in
McLeay and Tenreyro (2020).
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The Online Appendix contains all remaining details of our Bayesian estima-

tion procedure, including the construction of the model’s likelihood function

and the priors of the estimated parameters.

Data We estimate the model separately using state-level data and aggregate

data. We use a panel of employment, nominal output, wages, and inflation

in the cross section of 51 US states from 1977 to 2017.18 We use aggregate

data from 1977 to 2015 on employment, output, wages, inflation, and the Fed

Funds rate.19 We construct these data in a similar way to the state-level data.

We also use sequence of expected durations of the ZLB between 2009 and

2015 from the Blue Chip Financial Forecasts survey from 2009 to 2010 and

the New York Federal Reserve’s Survey of Primary Dealers from 2011 to 2015

(see Kulish, Morley and Robinson, 2017).

4.3 Estimation Results

The key objects of the estimated structural model that we focus on are the

two Calvo parameters. We thus discuss our results regarding λp and λw first.

This formal statistical analysis allows us to discuss the extent to which the

parameters of interest are statistically stable over time. However, in order

to get a sense of the extent to which any statistical difference brings about

relevant economic differences, we also discuss the implications of our results

regarding two transformations of the Calvo parameters. The first is to convert

the Calvo parameters into slopes of the corresponding price and wage Phillips

curves. This is important, since those slopes are the relevant objects governing

the dynamics of the system. The second is to convert the Calvo parameters

into frequency of price changes by firms and wage changes by unions in the

18See the Online Appendix for details of data availability across states and time, how
we construct our series, and for details of how we use data series observed at different
frequencies. For the robustness check where we include housing and household debt, we
extend the set of observables to household debt and house prices in robustness checks. In
this case, we can only estimate the model from 1999 to 2017, given data availability.

19We extend the sample to 1965 onwards in robustness exercises reported in Table 6 and
in the Online Appendix. We also extend the set of observables to include household debt
and house prices, as reported in the Online Appendix.
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Table 2: Posterior Distributions, Relative State Data Only

1977 to 2017 1977 to 1998 1999 to 2015

Parameter Mode 5% 95% Mode 5% 95% Mode 5% 95%

λp 0.59 0.57 0.61 0.65 0.63 0.67 0.64 0.62 0.65
λw 0.41 0.39 0.43 0.58 0.56 0.61 0.47 0.44 0.49

model. This not only provides us with an alternative metric but also allows

us to compare our implied estimates with the micro estimates found in the

literature.

In light of the previous discussion, we first report in Table 2 the posterior

distributions of the Calvo parameters λp and λw estimated using state-level

data only. The remaining structural parameters for all estimations are reported

in the Online Appendix, including all prior specifications. The first panel of

Table 2 reports the results of the estimation for the entire sample, 1977 to 2017.

We find that the Calvo parameter for prices is 0.59 at the posterior mode, and

the Calvo parameter for wages is 0.41 at the posterior mode. The posterior

distributions for both parameters are very tight around their respective modes,

with 90% of the mass concentrated in barely 4 basis points.

The second and third panels of Table 2 report the results for two sub-

samples, the first covering the 1977 to 1998 period and the second covering

the 1999 to 2015 period.20 As the table makes clear, the estimates for the

Calvo price parameter are very close to each other and to the estimate for the

overall sample. Both of them are also tightly estimated, with a 90% probability

interval of 4 and 3 basis points, respectively. The estimates for the Calvo wage

parameter present signs of instability. The estimate for the second sub-sample

is close to the estimate for the overall sample and also very precisely estimated

20The natural way would be to split the sample equally, choosing 1997 as the break
year. However, we will check the robustness of the estimates to a model that additionally
uses household debt during the buildup and subsequent bust around the financial crisis, as
emphasized in Jones, Midrigan and Philippon (2022). As the debt data at the state level
start in 1999, we chose to start the second sub-sample in that year. We also choose to end
the second subsample in 2015, the same ending date as in our aggregate sample. We detrend
the state-level data separately over each corresponding subsample.
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– a 90% probability interval of 5 basis points. However, the estimate for the

first sub-sample (0.56) is higher than the estimate for the overall sample (0.41),

with a probability interval of 5 basis points.

Table 3 shows the Calvo parameters of the same model estimated of ag-

gregate data alone. We also report the estimated Taylor rule parameters. In

estimating the model with aggregate data, there is no reason to restrict the

estimation to a start date in 1977. However, in order to make a comparison

of the results with the ones in Table 2, we use the exact same periods as in

there. We explore and report a larger sample period for the aggregate data

estimation below.

Before turning to the discussion of the estimated Calvo parameters, notice

that the estimated coefficients of the Taylor rule vary substantially across the

two sub-periods. How these different policy regimes may affect the estimates

is discussed below.

Regarding the values for the Calvo parameters over the full sample, note

first that the difference with the ones estimated using state-level data is strik-

ing: the mode of the Calvo price parameter is 0.92 (compared with 0.59 in

Table 2), while for the Calvo wage parameter, the mode is 0.84 (compared

with 0.41 in Table 2).21

The sample size of the aggregate data is substantially shorter than the size

of the panel used in the state-level analysis. In spite of that, the Calvo price

parameter is quite precisely estimated, with a 90% probability band of 4 basis

points. The case of the wage Calvo parameter is slightly less precise, with a

corresponding value of 8 basis points. In comparing the differences between

the estimates of the two different sub-samples we see differences (8 basis points

for the Calvo price and 5 basis points for the Calvo wage parameter), but they

are smaller than those for the Calvo wage parameter in using state-level data

(11 basis points).

These rather small differences in the estimated Calvo parameters across

21The finding that wages are more flexible at the state level compared with the aggregate-
level has already been pointed out in Beraja, Hurst and Ospina (2019) and in Jones, Midri-
gan and Philippon (2022). We find that observation applies also to prices.
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Table 3: Posterior Distributions, Aggregate Data Only

1977 to 2015 1977 to 1998 1999 to 2015

Parameter Mode 5% 95% Mode 5% 95% Mode 5% 95%

Calvo Parameters

λp 0.92 0.90 0.94 0.85 0.79 0.90 0.93 0.90 0.94
λw 0.84 0.80 0.88 0.90 0.87 0.93 0.85 0.80 0.89

Taylor Rule Parameters

αr 0.80 0.73 0.84 0.63 0.31 0.78 0.81 0.73 0.87
αp 2.38 1.98 2.86 2.03 1.51 2.98 1.62 1.15 2.76
αx 0.46 0.36 0.62 1.92 0.91 1.95 0.17 0.12 0.23
αy 0.28 0.21 0.37 0.07 0.01 0.24 0.24 0.19 0.33

the two sub-periods using aggregate data mask much larger differences in the

implied slopes of the Phillips curves, which have been the elasticities focused

on in the literature. Just as in standard New Keynesian models, the slope of

the Phillips curve in our model is a non-linear function of the Calvo parameter,

given by

slopek =
(1− βλk)(1− λk)

λk
, k ∈ {p, w}. (15)

A quick inspection of (15) reveals that a change in λk from 0.9 to 0.95, say,

implies a more drastic change in the Phillips curve slope than a change in λk

from, say, 0.6 to 0.65.

With this non-linearity in mind, we map the implied Calvo price and wage

estimates to the slopes of the Phillips curves in Table 4 to get a sense of what

our estimates for the Calvo price and wage parameters imply for the slopes

of their respective Phillips curves.22 As expected, the implied slopes vary

considerably depending on whether we use the state-level estimates or the

aggregate ones. Our state-level estimate for the whole sample of λp implies

a slope of 0.26. The aggregate estimates give a much flatter slope, closer to

22The slope of the curves may involve other parameters from preferences or technology.
But the term (15) is typically found in the formulas for the slopes (see Gaĺı, 2008).
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0.01, consistent with New Keynesian models estimated with aggregate data in

the literature.

The slope of the price Phillips curve implied by our whole state-level sam-

ple estimate of the Calvo price parameter, very close to 0.3, is statistically

indistinguishable from the estimate of the preferred specification in McLeay

and Tenreyro (2020). The point estimate they report is 0.379 with a stan-

dard deviation of 0.052 (see column 4 of Table 3 on page 273). They also

use MSA-level data, but they use a limited information approach, a some-

what different sample, and different observables than we do. Our estimate of

a relatively steep Phillips curve slope is also close to the findings of Barnichon

and Mesters (2020) who employ monetary shocks as instrumental variables

in an alternative limited information approach. In the structural estimation

literature, our state-level estimate is essentially the same as the calibrated

value used by Martin and Philippon (2017) who find, in the context of a New

Keynesian model, that a Phillips curve slope coefficient of 0.3 works well in

capturing relative changes in macroeconomic variables in the eurozone.

However, as we emphasized in Section 2, our estimated slopes are sub-

stantially higher than the ones reported in Hazell, Herreno, Nakamura and

Steinsson (2020), who use a very different approach than ours.

But the key finding we want to emphasize is how the estimates of the im-

plied slope of the Phillips curves change across sub-periods. As expected from

the previous discussion, there are no substantial differences across subperiods

in the estimation of the slopes for the price Calvo parameters using state-level

data. But there are major differences using aggregate data. For the case of

the wage Phillips curve, there are detectable differences in the implied slope

using the state-level estimates. But the differences relative to the estimated

slope using the whole sample are larger when using aggregate data.

This is most apparent in Figure 3, which plots the posterior distribution

of the slopes implied by the posterior distribution of Calvo parameters for

two sub-samples, but they are normalized to the full sample mode to aid the

comparison. The distribution of Phillips curve slopes is not only significantly

wider using the estimates coming from aggregate data but also vary widely
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Table 4: Implied Slopes of Phillips Curve at Baseline Estimates

1977 to 2015 1977 to 1998 1999 to 2015

A. State-Level Estimates

Prices⋆ 0.281 0.185 0.210
Wages† 0.874 0.308 0.597

B. Aggregate-Level Estimates

1977 to 2017 1977 to 1998 1999 to 2015

Prices⋆ 0.007 0.026 0.006
Wages† 0.031 0.011 0.027

⋆: Price Phillips curve slope is (1− βλp)(1− λp)/λp
†: Wage Phillips curve slope is (1− βλw)(1− λw)/λw

across periods.

In the case of the wage slope estimated of state-level data (bottom left

panel of in Figure 3), although the distributions suggest statistically different

slopes across periods, the difference is of relatively little economic significance.

To see this in a different metric, note that the Calvo parameters governing

nominal rigidities in our model have a precise interpretation: the timing of

price and wage adjustments are time dependent, with an average contract

duration of 1/(1 − λk), k ∈ {p, w}. Thus, at the mode, these different slopes

in the wage Phillips curve correspond to a frequency of wage adjustment of

2.4 quarters for the 1977 to 1998 sample and 1.9 quarters for the 1999 to 2015

sample. For the comparable estimates on aggregate data, the frequency of

wage adjustment is around 10 quarters for the 1977 to 1998 sample but 6.6

quarters for the 1999 to 2015 sample. In Table 5, we present a full analysis

of the mapping between Calvo parameters and frequency of price and wage

changes for our estimates in Tables 2 and 3.

Table 5 highlights the close match between our state-level estimates and

existing micro evidence on the frequency of price and wage changes. Because

of the importance of price stickiness for aggregate dynamics, a large literature
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Figure 3: Distributions of Phillips Curve Slopes

Notes: Each sub period posterior distribution of slopes is normalized by the
mode of the full sample slope.

has developed that uses micro evidence to shed light on the frequency of price

and wage adjustments and thus λp and λw. Our estimates are surprisingly

close to those reported in these studies. For instance, Nakamura and Steinsson

(2008) find average price durations of about 7 to 9 months, while our range of

estimates of between 0.62 and 0.67 for the Calvo price parameter λp over the

subsamples implies average durations between 7.9 to 9.1 months. For wages,

Bihan, Montornes and Heckel (2012) find that the mean duration of a wage

spell is just over 2 quarters or 6 months, using firm-level data from France.

Our range of estimates, depending on the sample, of between 0.39 and 0.61 for

the Calvo wage parameter λw implies an average duration of a wage contract

of about 1.6 quarters (or just under 5 months) to 2.6 quarters (about 7.7

months).

The large differences in the distributions of the slope that emerge when
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Table 5: Average Contract Durations Implied by Calvo Parameters

State-Level Aggregate-Level

Mode 5% 95% Mode 5% 95%

A. Price Contracts (Quarters)

Full Sample 2.4 2.3 2.5 12.7 9.6 17.6
1977 to 1998 2.9 2.7 3.0 6.8 4.8 9.6
1999 to 2017 2.7 2.6 2.9 13.7 10.2 18.1

B. Wage Contracts (Quarters)

Full Sample 1.7 1.6 1.8 6.3 5.0 8.5
1977 to 1998 2.4 2.3 2.6 10.5 7.7 14.7
1999 to 2017 1.9 1.8 2.0 6.6 5.0 8.9

relying on aggregate data reflect changes in the monetary policy regime, ac-

cording to our interpretation of the results presented so far. These differences

are therefore consistent with the evidence provided in Section 3: while the re-

duced form parameter on state-level data was invariant to the sub-periods used

for the estimation, the slopes implied by the estimates using aggregate data

that depends on the policy rule changed over time. The structural estimation,

however, allows us to move beyond those qualitative statements and evaluate

the quantitative relevance of the key conceptual point raised by Haldane and

Quah (1999): that endogenous changes in the policy regime blur the ability

to estimate the structural parameters using aggregate data.

In order to do so, we show the results obtained from two exercises. In the

first, we use the fact that the estimated Taylor rule parameters αr, αp, αx, and

αy vary widely across the two sub-samples, as shown in Table 3. For instance,

we find that the weight on the growth rate of potential output is highest in

the first sub-sample of 1977 to 1998, while the weight on inflation deviations

is smallest over the second sub-sample (which includes the zero lower bound

period).

With this fact in mind, we repeat the estimation using aggregate data only

over the full sample of 1977 to 2015, comparable with the first panel in Table 3.
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But rather than jointly estimating the Taylor rule, we fix its parameters at the

sub-sample estimates from Table 3. Thus, we estimate the Calvo parameters

for the whole sample but fix the Taylor rule at the values estimated for the

1977 to 1998 sub-sample, as reported in the second panel of Table 3 (that is,

αr = 0.63, αp = 2.03, αx = 1.92, and αy = 0.07). Then, we repeat the same

estimation but fix the parameters of the Taylor rule at the values estimated

for the 1999 to 2015 subsample (that is, αr = 0.81, αp = 1.62, αx = 0.17, and

αy = 0.24).

These results are in Panel A of Table 6. The first column reports the

estimated Calvo parameters when the Taylor rule is estimated for the full

sample. These are the same as the ones reported in the first column of Table 3.

We added them to aid the comparison. To avoid clutter, we also chose not to

report the confidence intervals as they are similar to what was reported so far

and the full results can be found in the Appendix. The second column reports

the estimates when the Taylor rule is fixed at the estimated values of the first

sub-period. The third column reports the estimates when fixing the Taylor

rule parameters at the estimated values of the second sub-period.

In our second and final exercise, we repeat the estimation using aggregate

data, but without restricting the sample period to coincide with the state-level

data. The motivation to do so is the presumption that the period of increasing

inflation and subsequent stabilization that the US experienced starting in the

mid ‘60s and ending in the mid ‘80s was a different policy regime than the

one that followed after the Volcker stabilization. That presumption leads us

to estimate the model for the 1965-2005 period as well as for the sub-periods

that are obtained by dividing the sample in 1985, much in the spirit of the

results reported in Table 3, but without restricting the estimation to be over

the same sample period than with the state-level data exercise. The results

are reported in Panel B of Table 6. The bottom panel shows the estimated

values for the policy rule and confirms the presumption of large variations

across sub-periods.

Again, there is substantial variation over sub-periods in the estimated val-

ues for the Calvo parameters. The implications for the estimated slopes of the
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Table 6: Mode of Posterior Distributions, Interaction With Policy Rules

A. Aggregate Data Only, Fixed Taylor Rule Parameters

Parameter 1977 to 2015⋆ 1977 to 2015† 1977 to 2015‡

λp 0.92 0.89 0.92
λw 0.84 0.77 0.84

B. Aggregate Data Only, Policy Regime Periods

Parameter 1965 to 2005§ 1965 to 1985§ 1986 to 2005§

Calvo Parameters

λp 0.86 0.72 0.92
λw 0.90 0.91 0.87

Taylor Rule Parameters

αr 0.95 0.95 0.90
αp 5.62 6.44 2.92
αx 0.47 0.59 0.22
αy 0.89 0.73 0.27

⋆: Estimated Taylor Rule with uniform priors
†: Taylor Rule parameters fixed at 1977 to 1998 estimates (see Table 3)
‡: Taylor Rule parameters fixed at 1999 to 2015 estimates (see Table 3)
§: No credit or house price series and no credit or housing preference shocks

corresponding Phillips curves are even more pronounced, which is consistent

with these sub-samples capturing more clear policy regime changes (Figure 4).

This figure is comparable to Figure 3 and illustrates the wide dispersion of

implied slopes over the aggregate posterior distributions of λp and λw.

4.4 Regional Subsamples

One assumption up to this point has been that all states have been treated

symmetrically. In particular, the parameters of the model are the same for all

states. One concern with this assumption is that it implies that the response

of state-level variables to shocks are the same, and that the variance of the
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Figure 4: Distributions of Phillips Curve Slopes, Interaction with Policy

Notes: Each sub-period posterior distribution of slopes is normalized by the
mode of the full sample slope.

shocks are the same for all shocks.23

In this section, to capture the possibility that heteroskedasticity may be

impacting our inferences of the price and wage stickiness, we relax the as-

sumption that all states have the same parameters and split the state-level

data into two subsamples. Table 7 shows the posterior estimates for two sub-

samples of the state-level data. We order the states by their population size

and first conduct an estimation using relative state-level data of the largest

states, which we define as those with at least 5% of the US population each.

This subgroup contains only four states, California, Florida, New York, and

Texas, and in total comprise about one-third of the US population. We also

conduct an estimation on the remaining 46 states, which together comprise

the remaining two-thirds of the US population.

23We thank a referee for this comment.
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Table 7: Posterior Distributions, State Groups, 1977 to 2017

Largest States (32% Pop) Smallest States (68% Pop)

Parameter Mode 5% 95% Mode 5% 95%

λp 0.66 0.63 0.69 0.57 0.54 0.58
λw 0.69 0.64 0.72 0.40 0.39 0.43
ρz 0.98 0.96 0.99 0.98 0.98 0.99
ρn 0.64 0.57 0.72 0.96 0.95 0.97
ρb 0.96 0.94 0.97 0.96 0.96 0.97
ρNz 0.95 0.92 0.97 0.97 0.96 0.97
σz 1.26 1.16 1.43 1.52 1.48 1.57
σn 0.40 0.24 0.57 0.03 0.03 0.04
σb 0.46 0.35 0.73 0.63 0.57 0.73
σN
z 1.12 0.98 1.30 1.44 1.37 1.49

The modal estimates of the Calvo price parameter are similar across the

two subgroups (0.66 for the largest states, and 0.57 for the smallest states).

The data from the larger states suggest wages are stickier than for the smaller

states (and also compared to our full sample), with the posterior Calvo wage

parameter estimated to be 0.69 at the mode and 0.40 for the smallest states.

Translated into the average duration of contracts, however, these differences

are somewhat small (9.7 months in the larger states versus 5 months in the

smaller states). We find evidence that the volatility of the shocks differ across

the two subsamples–for example, the volatility of TFP shocks in the largest

states is about four-fifths that of the smallest states. Nonetheless, these dif-

ferences in the estimated variances of the shock processes across states do not

significantly influence our inferences about nominal rigidities and the estimated

slopes of the Phillips curves.

5 Conclusion

The empirical literature on the stability of the Phillips curves has largely

ignored the impact of endogenous monetary policy on empirical analysis of
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the Phillips curve. This omission has important implications: when policy

is endogenous, aggregate data may be uninformative as to the existence of a

stable relationship between unemployment and future inflation.

We show how regional data can be used to identify the structural relation-

ship between unemployment and inflation. This insight guides our empirical

strategy: we use city-level and state-level data from 1977 to 2017 and show

that both the reduced form and the structural parameters of the Phillips curve

are quite stable over time.

Our reduced form estimation is consistent with the notion that a 1 percent

lower unemployment is associated with 30 basis points more of inflation, for

constant values of aggregate variables, including policy.

Our structural estimation results are consistent with the assumption that

prices change on average every 21/2 quarters, while wages change on average

every 2 quarters. Our study is also consistent with the notion that these

parameters can be safely assumed to be invariant to policy regime changes of

the magnitude observed in the US since the mid ‘70s. These implications are

in line with the findings in Alvarez, Beraja, Gonzalez-Rozada and Neumeyer

(2018), which show that a model with exogenous Calvo frictions approximates

very well an estimated menu-cost model, as long as inflation rates are not

much higher than 10% a year.

Our analysis assumes symmetry across states. Through sub-sample anal-

ysis we have explored the sensitivity of parameter estimates across large and

small states and did not find significant differences along that dimension. A

full analysis along other dimensions of asymmetries, such as differences in de-

mographic and occupational characteristics or in labor market frictions, while

outside the scope of this paper, is a worthwhile avenue for future research.
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